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Abstract. In this paper, the problem of finite-region stability is studied for a class of two-dimensional 

(2-D) singular systems described by Roesser model with directional delays. Based on the regularity, the 

underlying singular 2-D systems are first decomposed into fast- and slow-subsystems corresponding 

to dynamics and algebraic parts. Then, by virtue of Lyapunov-like 2-D functional method, we 

construct a weighted 2-D functional candidate and utilize zero-type free matrix equations to derive 

delay-dependent stability conditions in terms of linear matrix inequalities (LMIs). More specifically, 

the derived conditions ensure that all state trajectories of the system do not exceed a prescribed 

threshold over a pre-specified finite-region of times for any initial state sequences with energy-norms 

of dynamic parts do not exceed given bounds. 
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1 Introduction 

Singular systems are widely used to describe 

dynamics of various practical phenomena such as 

electrical circuit networks, power systems, 

multibody mechanics, aerospace engineering and 

chemical and physical processes [1, 2, 3, 4]. In 

such a system, the state variables are subject to 

both dynamical equations and algebraic 

constraints which result a number of different 

features from classical systems such as impulsive 

behaviors in the state response, non-properness of 

transfer matrix or non-causality between 

input/output and states. These characteristic 

properties make the study of singular systems 

much more complicated and challenging than 

classical systems. On the other hand, as an 

inherent characteristic, time-delay is ubiquitously 

encountered in engineering systems which has 

various effects on the system performance [5, 6]. 

Thus, the study of qualitative behavior of time-

delay systems plays an important role in applied 

models which has received significant research 

attention in the last two decades (see, e.g., [7, 8, 9] 

and the references therein). In particular, 

considerable effort from researchers has been 

devoted to the problems of stability analysis and 

control of singular systems with delays and many 

results have been reported in the literature. To 

mention a few, we refer the reader to [10, 11, 12] 

for the problem of stability analysis and [13, 14] 

for some other control issues related to singular 

delayed systems.  

Two-dimensional (2-D) systems can be 

used to describe dynamics of many practical 

models where the information propagation occurs 

in each of the two independent directions [15, 16]. 

Recently, due to their widespread applications in 

circuit analysis, image processing, seismographic 

data transmission or multi-dimensional digital 

filtering, the theory of 2-D systems has attracted 

considerable research attention [17, 18, 19, 20]. 

There have been a few papers concerning the 
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problems of stability and stabilization of 2-D 

descriptor systems. For example, in [21], the 

problems of stability and stabilization via state 

feedback controllers were investigated for a class 

of delay-free 2-D singular Roesser systems. By 

decomposing the system into slow- and fast-

subsystems, and based on the Lyapunov function 

method, sufficient conditions in terms of linear 

matrix inequalities (LMIs) were derived to design 

a stabilizing state feedback controller. The 

problem of H


 control was also considered in 

[22, 23] for 2-D singular Roesser models with 

constant delays. By using the bounded real lemma 

approach, delay-independent LMI-based 

conditions were derived for the design of state 

feedback controllers that make the closed-loop 

system to be acceptable and stable with a 

prescribed H


 performance level. The problem 

of stability analysis was first extended for 2-D 

singular systems with generalized time-varying 

delays in [24]. Based on a 2-D Lyapunov–

Krasovskii functional (LKF) scheme, and by 

employing a Jensen-type discrete inequality to 

manipulate the difference of a LKF candidate, 

delay-dependent stability conditions were 

derived subject to interval delays.  

The concept of Lyapunov stability, 

recognized as infinite time behavior, has been 

well investigated and developed in the decades. 

However, in many practical applications, it is only 

required that the system states do not exceed a 

certain bound during a specified time interval for 

given bound on initial states. This gives rise to the 

use of finite-time stability (FTS) [25]. It is noted 

that, a system may be finite-time stable but not 

Lyapunov asymptotic stable and vice versa [25]. 

In 2-D systems, the information propagation 

occurs in each of the two independent directions. 

Thus, the concept of finite-region stability (FRS) 

can be regarded as a natural extension of FTS. The 

problem of stability analysis under FRS concept 

for 2-D systems has received considerably less 

attention and only a few results for 2-D systems 

have been reported [26, 27, 28]. However, the 

analysis and control involving FRS for 2-D 

singular systems has not been investigated in the 

literature. This motivates the present study.  

In this paper, we consider the problem of 

finite-region stability of 2-D singular systems 

described by the Roesser model with directional 

state delays. First, based on the regularity, we 

decompose the underlying singular 2-D systems 

into fast- and slow-subsystems corresponding to 

dynamics and algebraic parts. Then, by utilizing 

zero-type free matrix equations techniques, delay-

dependent conditions are derived in terms of 

linear matrix inequalities (LMIs) ensuring that 

state trajectories of the system do not exceed a 

prescribed threshold over a pre-specified finite-

region of times.  

Notation. n m

R
  denotes the set of n m  

matrices and diag( , )A B  is the diagonal matrix 

formulated by stacking A  and B . For a matrix 
n n

A
 , we let max ( )A  and min ( )A  denote the 

maximal and minimal real part of eigenvalues of 

A . A matrix n n

M R
  is semi-positive definite, 

0M  , if 0x Mx   for all n

x R ; M  is positive 

definite, > 0M , if > 0x Mx  for all 0x  . 

= { : = > 0}n n

n
S M R M M

+   and 

 = diag( , ) : ,h v h v

m n m n
S S P P P S P S

+ + + +   .  

2  Preliminaries 

Consider the following 2-D singular system 

described by the Roesser model with delays  

( , )( 1, ) ( , )= ,
( , )( , 1) ( , )

hh h

h

d vv v

v

x i d jx i j x i j
E

x i j dx i j x i j

     −+
+     

−+          

 (1)  

where ( , ) n
h h
x i j R  and ( , ) n

v v
x i j R  are the 

horizontal and vertical state vectors, respectively. 

=
hh hv

vh vv

A A

A A

 
 
  

 and =
hh hv

d d

d vh vv

d d

A A

A A

 
 
  

 are known 

real matrices. = diag{ , }
h v

E E E , where 
n n
h h

h
E R



  
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and 
n n
v v

v
E R



 , is a singular matrix with 

rank( ) = <E r n , rank( ) =
h h h
E r n  and 

rank( ) =
v v v
E r n . 

h
d  and 

v
d  are positive scalars 

representing directional delays in the horizontal 

and vertical directions. Initial conditions of (1) are 

specified as   

( , ) = ( , ), [ ,0], 0,
( , ) = ( , ), [ ,0], 0.

h

h

v

v

x k j k j k Z d j

x i l i l l Z d i





 − 

 − 
 (2)  

For convenience, we denote   

( , )( , )( , ) = , ( , ) =
( , )( , )

hh

h

d vv

v

x i d jx i j
x i j x i j

x i j dx i j

   −
  

−      

  

as augmented state vectors of system (1). In 

addition, for given positive integers 1D N
+  and 

2D N
+ , we define the following rectangle finite-

region   

 2
1 2 0 1 2= ( , ) |0 , 0 .D D i j N i D j D        

For a given symmetric semi-positive 

definite matrix W , we denote the weighted 

norms of   and   as   

 = sup ( , ) ( , ) : 0, 0 ,W

l h
k j W k j d k j  



−      

 = sup ( , ) ( , ) : 0, 0 .W

l v
i l W i l i d l  



 −     

Let us first introduce the following 

definitions.  

Definition 1 System (1) is said to be (i) regular 

if the characteristic polynomial det( ( , ) )EI z s A−  is not 

identically zero, where ( , ) = diag( , )
n n
h v

I z s zI sI ; and (ii) 

causal if deg(det( )) = rank( )sE A E− .   

Definition 2 Given positive scalars c , 
h
c , 

v
c  

and a matrix 
n n
h v

S S
+ +  . System (1) is said to be 

singularly finite-region stable (SFRS) with respect to 

1 2( , , , , )
h v

c c c D D   if for any initial sequences  ,   

that satisfy 2max , <E E
h h h h

l h l h
E c 

 

 

 
 
 

 and 

2max , <E E
v v v v

l v l v
E c 

 

 

 
 
 

, it holds that   

( , ) ( , ) <x i j E Ex i j c  (3)  

for all 1 2( , )i j D D  .   

The main objective of this paper is to derive 

tractable LMI-based conditions by which 2-D 

singular systems in the form of (1) is regular, 

causal and SFRS.  

3 Main results 

In this section, we develop a 2-D Lyapunov-like 

functional method to derive SFRS for 2-D singular 

systems with delays in the form of (1). According 

to the singularity of system (1), we first 

decompose (1) into slow- and fast-subsystems. For 

this, let rank( ) =
h h h
E r n  and rank( ) =

v v v
E r n . 

Then, there always exist nonsingular matrices 
h

M , v

M , h

N  and v

N  such that   

= diag{ ,0}, = diag{ ,0}.h h h v v v

r r
h v

M E N I M E N I  (4)  

By utilizing (4), we obtain the following 

decomposition   

11 12 11 12

21 22 21 22

= , = ,
hh hh hv hv

h hh h h hv v

hh hh hv hv

A A A A

M A N M A N

A A A A

   
   
      

  

11 12 11 12

21 22 21 22

= , = ,
vv vv vh vh

v vv v v vh h

vv vv vh vh

A A A A

M A N M A N

A A A A

   
   
      

  

11 12 11 12

21 22 21 22

= , = ,
hh hh hv hv

h hh h h hv vd d d d

d dhh hh hv hv

d d d d

A A A A

M A N M A N

A A A A

   
   
      

  

11 12 11 12

21 22 21 22

= , = .
vv vv vh vh

v vv v v vh hd d d d

d dvv vv vh vh

d d d d

A A A A

M A N M A N

A A A A

   
   
      

  

The following lemma will be used to derive 

stability conditions in the section.  

Lemma 1  System (1) is regular and causal if 

the matrix 22 22
22

22 22

=
hh hv

vh vv

A A

A

A A

 
 
  

 is nonsingular.   

Our main result is represented in the 

following theorem.  
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Theorem 1  Assume that system (1) is regular 

and causal. Then, for given positive scalars c , 
h
c , 

v
c  

and a matrix 
n n
h v

S S
+ +  , system (1) is SFRS with 

respect to 1 2( , , , , )
h v

c c c D D   if there exist positive 

scalars 
h

 , 
v

 , 
h

 , 
v

 , 
h

 , 
v

 , (0,1)  , 

symmetric positive-definite matrices P , Q , R , S  in 

n n
h v

S S
+ +  and matrices hh

Y , vv

Y , vh

Z , hv

Z , vh

H , 

hv

H  of appropriate dimensions that satisfy the 

following conditions    

( ) ( )
4 4

, =1 , =1
= < 0, = < 0

kl kl
k l k l

     (5)  

< , < (1 )
h v
c c c c −  (6)  

12

1

( )
( ) (1 ) ( )

( )(1 ) ( ) <

h

h v

h

h

h

h

v

h

h

Q s

P D R

E

c P
D S

c




   

 
  



+

+ +

+ +

+ + −

+ −  (7)  

22

2

( )
( ) ( )

(1 ) ( )( ) <

v

v h

v

v

v

v

h

v

v

Q s

P D R

E

c P
D S

c




   

 
  



+

+ +

+ +

+ +

−
+  (8)  

where, for 
p

M S
+ , we denote max( ) = ( )M M + , 

min( ) = ( )M M 
+

,  1 2= max 1, ,D D

h v
    and other 

notations are defined as follows   

1 1
( 1) ( 1)

= =
= , = ,k l

h v
h v

k d l d
h v

s s
 

 
− −

− + − +

− −

    

1 1 1 1 1 1
2 2 2 2 2 2= , = , = ,P P Q Q R R

− − − − − −

        

1 1
2 2= , = ( ) , = ( ) ,h v

h v
S S X E X E

− −
⊥ ⊥    

11 = ( ) ( )
( ) ( ) ( ) ,

hh h hh h hh h hh

hh h hh h

h h h

A P A Q Y X A

A X Y E P E

 + −

− −
  

12 = ( ) ( ) ( ) ( ) ,hh h hv hh h hv hh h vh

A P A Y X A A X H − −   

13 = ( ) ( ) ,hh h hh hh h hh

d d
A P A Y X A −   

14 = ( ) ( ) ( ) ( ) ,hh h hv hh h hv hh h vh

d d
A P A Y X A A X Z − −   

22 = ( ) ( )

( ) ( ) ( ) ,

hv h hv vh h

v v

vh h hv hv h vh

c
A P A E R E

c

H X A A X H


 −

− −

  

23 = ( ) ( ) ,hv h hh vh h hh

d d
A P A H X A −   

 

24 = ( ) ( ) ( ) ( ) ,hv h hv vh h hv hv h vh

d d
A P A H X A A X Z − −   

33 = ( ) ,d
hh h hh hh

d d h
A P A Q −   

34 = ( ) ( ) ( ) ,hh h hv hh h vh

d d d
A P A A X Z −   

44 = ( ) ( )

( ) ( ) ( ) ,

hv h hv v v vh h

d d

vh h hv hv h vh

d d

c
A P A E S E

c

Z X A A X Z


 −

− −

  

11 = ( ) ( )

( ) ( ) ( ) ,

vh v vh hv v

h h

hv v vh vh v hv

c

A P A E R E

c

H X A A X H


 −

− −

  

12 = ( ) ( ) ( ) ( ) ,vh v vv vh v vv hv v vv

A P A A X Y H X A − −   

13 = ( ) ( ) ( ) ( ) ,vh v vh hv v vh vh v hv

d d
A P A H X A A X Z − −   

14 = ( ) ( ) ,vh v vv hv v vv

d d
A P A H X A −   

22 = ( ) ( )
( ) ( ) ( ) ,

vv v vv v vv v vv

vv v vv v v v

v

A P A Q Y X A

A X Y E P E

 + −

− −
  

23 = ( ) ( ) ( ) ( ) ,vv v vh vv v vh vv v hv

d d
A P A Y X A A X Z − −   

24 = ( ) ( ) ,vv v vv vv v vv

d d
A P A Y X A −   

33 = ( ) ( )

( ) ( ) ( ) ,

vh v vh hv v

d d h h

hv v vh vh v hv

d d

c

A P A E S E

c

Z X A A X Z


 −

− −

  

34 = ( ) ( ) ,vh v vv hv v vv

d d d
A P A Z X A −   

44 = ( ) .d
vv v vv vv

d d v
A P A Q −   

Proof. By virtue of the 2-D Lyapunov-

Krasovskii functional method, we construct the 

following functional candidate    

1
1

=

( ( , )) = ( , ) ( , )

( , ) ( , ),

h h h h h

h h

i

i k h h h

h

k i d
h

V x i j x i j E P E x i j

x k j Q x k j
−

− −

−

+   (9)  

1
1

=

( ( , )) = ( , ) ( , )

( , ) ( , ).

v v v v v

v v

j

j l v v v

v

l j d
v

V x i j x i j E P E x i j

x i l Q x i l
−

− −

−

+   (10)  
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We first compute the difference of 

( ( , ))h h

V x i j  along state trajectories of system (1). 

According to (9) and (1), we have   

( , ) ( ( 1, )) ( ( , ))h h h h

h h
i j V x i j V x i j + −   

( , ) ( , )v v vh h

v v

c

x i j E R E x i j

c


−   

( , ) ( , )v v vh h

v v v v

c

x i j d E S E x i j d

c


− − −   

= ( 1, ) ( 1, )h h h

h h
x i j E P E x i j+ +   

= 1
( , ) ( , )

i

i k h h h

h

k i d
h

x k j Q x k j −

+ −

+    

( , ) ( , )h h h

h h h
x i j E P E x i j−   

1

=
( , ) ( , )

i

i k h h h

h

k i d
h

x k j Q x k j
−

−

−

−    

( , ) ( , )v v vh h

v v

c

x i j E R E x i j

c


−   

( , ) ( , ).v v vh h

v v v v

c

x i j d E S E x i j d

c


− − −   

  Therefore,   

( )
( )

( , ) = ( , ) ( , )
( , ) ( , ) ( , ) ( , )

( , ) ( , )
( , ) ( , )

( , ) ( , )

( , ) ( , ),

h

h h dh d

h h h

h dh d

d
h h hh

h h h

h h h

h h h

v v vh h

v v

v v vh h

v v v v

i j x i j x i j P

x i j x i j x i j Q x i j

x i d j Q x i d j

x i j E P E x i j

c
x i j E R E x i j

c

c
x i j d E S E x i j d

c









 +

 + +

− − −

−

−

− − −

 (11)  

where = [ ]hh hv

h
A A  and = [ ]hh hv

dh d d
A A .  

On the other hand, since h

X  is the null 

space of the matrix 
h

E , we have = 0h

h
E X . Thus, 

for any matrices hh

Y , vh

H  and vh

Z  of 

appropriate dimensions, the following zero-type 

equation holds   

2[ ( , ) ( , ) ( , ) ]
( 1, ) = 0.

h hh v vh v vh

v

h h

h

x i j Y x i j H x i j d Z

X E x i j

− + + −

 + (12)  

It follows from (1) and (12) that   

 

( )
2[ ( , ) ( , ) ( , ) ]

( , ) ( , ) = 0.

h hh v vh v vh

v

h

h dh d

x i j Y x i j H x i j d Z

X x i j x i j

− + + −

 +
 (13)  

Combining (11) and (13), we obtain   

( , ) = ( , ) ( , )
h
i j i j i j    (14)  

where ( , ) = [ ( , ) ( , )]
d

i j x i j x i j . By (5), < 0 , 

and hence ( , ) 0
h
i j  , which, together with (14), 

yields   

( ( 1, )) ( ( , ))

( , ) ( , )

( , ) ( , ).

h h h h

h

v v vh h

v v

v v vh h

v v v v

V x i j V x i j

c

x i j E R E x i j

c

c
x i j d E S E x i j d

c







+ 

+

+ − −  (15)  

By induction, from (15) we readily obtain   

1
1

=0

( ( , )) < ( (0, ))

[ ( , ) ( , )

( , ) ( , )].

h h i h h

h

i

i k v v vh h

h v v

k

v v vh h

v v v v

V x i j V x j

c

x k j E R E x k j

c

c
x k j d E S E x k j d

c








−
− −+

+ − −



 (16)  

In addition to this, from (9), we have   

1 1
2 2

( ( , )) > ( , ) ( , )

= ( , ) ( ) ( ) ( , )

( ) ( , ) ( , ).

h h h h h

h h

h

h h h h

h h

h

h h h

h h

V x i j x i j E P E x i j

x i j E P E x i j

P x i j E E x i j
+

 

   (17)  

We now estimate the value of ( (0, ))h h

V x j . 

For this, we notice that   

( (0, )) = (0, ) (0, )h h h h h

h h
V x j x j E P E x j   

1
1

=
( , ) ( , )k h h h

h

k d
h

x k j Q x k j
−

− −

−

+    

1 1
2 2= (0, ) ( ) ( ) (0, )

h

h h h h

h h
x j E P E x j    

1 11
1 2 2

=
( , )( ) ( ) ( , ).

h

k h h h h

h

k d
h

x k j Q x k j
−

− −

−

+     

Therefore,   

( (0, )) ( ) (0, ) (0, )

( ) .

h

h h h h h

h h

h
h

l
h

V x j P x j E E x j

Q s




 

+

+ 



 

+  (18)  

For initial sequences ( , )  , assume that   
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2max , < .E E
h h h h

l h l h
E c 

 

 

 
 
 

  

Then, we have   

2

( )
( (0, )) ( ) .

h

h

h h h

h

h

Q s

V x j P c

E






+

+

 
 

 + 
  
 

 (19)  

The next two terms in (16) can be 

manipulated as follows   

1
1

=0
1 11

1 2 2

=0

1
1

=0

( , ) ( , )

= ( , ) ( ) ( ) ( , )

( ) ( , ) ( , )

i

i k v v vh h

h v v

k

i v

i k v v v vh h

h v v

k

v

i

i k v v vh h

h v v

k

c
x k j E R E x k j

c

c
x k j E R E x k j

c

c R
x k j E E x k j

c







 


−
− −

−
− −

+ −
− −

 

 





 (20)  

and   

1
1

=0
11

1 2

=0
1
2

1
1

=0

( , ) ( , )

= ( , ) ( )

( ) ( , )

( ) ( , )

( , ).

i

i k v vh h

h v v v v v

k

i

i k v vh h

h v v

k

v

v v

v v

v

i

i k vh h

h v

k

v v

v v v

c
x k j d E S E x k j d

c

c

x k j d E

c

S E x k j d

c S
x k j d

c

E E x k j d







 


−
− −

−
− −

+ −
− −

− −

− 

  −

 −

  −







 (21)  

From (16) to (21), we finally obtain   

2

1
1

=0

1
1

=0

( , ) ( , )

( )
< ( )

( )

( ) ( , ) ( , )
( )

( ) ( , )
( )

( , ).

h h h

h h

h

h

h h

h

h

v

i

i k v v vh h

h v vh

k

v

i

i k vh h

h vh

k

v v

v v v

x i j E E x i j

Q s
c

P

E
P

c R
x k j E E x k j

c P

c S
x k j d

c P

E E x k j d








 




 




+

+

+

+ −
− −

+

+ −
− −

+



 
 

+ 
  
 

+ 

+ −

  −





 (22)  

By similar lines used in formulating (22), 

we then obtain   

2

1
1

=0

1
1

=0

( , ) ( , )

( )
< ( )

( )

( ) ( , ) ( , )
( )

( ) ( , )
( )

( , ).

v v v

v v

v

v

v v

v

v

h

j

j l h h hv v

v h hv

l

h

j

j l hv v

v hv

l

h h

h h h

x i j E E x i j

Q s
c

P

E
P

c R

x i l E E x i l

c P

c S

x i d l

c P

E E x i d l








 




 




+

+

+

+ −
− −

+

+ −
− −

+



 
 

+ 
  
 

+ 

+ −

  −





 (23)  

We now prove by induction in i  that, for 

any j  satisfying 20 j D  , by condition (6), the 

following inequalities hold   

( , ) ( , ) <h h h

h h
x i j E E x i j c  (24)  

and   

( , ) ( , ) < (1 ) .v v v

v v
x i j E E x i j c −  (25)  

Indeed, let = 0i  in (23). For 

2= 0,1, , 1j D − , we have   

2

2

(0, ) (0, )

( )
< ( )

( )

( ) ( ) .
( )

v v v

v v

v

v

v v

v

v

h h

v

v vv

x j E E x j

Q s
c

P

E
P

c D

R S c

c P









    



+

+

+

+ +

+



 
 

+ 
  
 

 
+ + 

 
 (26)  

In view of inequality (26) and condition (8), 

we arrive at   

(0, ) (0, ) < (1 ) .v v v

v v
x j E E x j c −  (27)  

Let = 1i  in (22), for 20 j D  , we have   

2

(1, ) (1, )

( )
< ( )

( )

[ ( ) (0, ) (0, )
( )

( ) (0, ) (0, )].

h h h

h h

h

h

h h

h

h

v

v v vh

h v vh

v

v v v

h v v v v

x j E E x j

Q s
c

P

E
P

c
R x j E E x j

c P

S x j d E E x j d








 



 

+

+

+

+

+

+



 
 

+ 
  
 

+ 

+ −  −  (28)  

If 0
v

j d  , then = [ ,0]
v v

l j d d−  −  and we 

have   

(0, ) (0, )v v v

v v v v
x j d E E x j d−  −   
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= (0, ) (0, )v

v v
l E E l    

< < (1 ) .
v

E E
v v

l v
c c 





 −   

If >
v

j d  then > 0
v

j d− . By (27), we have   

(0, ) (0, ) < (1 ) .v v v

v v v v
x j d E E x j d c−  − −   

Therefore,   

(0, ) (0, ) < (1 )v v v

v v v v
x j d E E x j d c−  − −  (29)  

holds for all 0j  . From (27)-(29), we obtain   

2

1

(1, ) (1, )

( )
< ( )

( )

( ) ( ) (1 ).
( )

h h h

h h

h

h

h h

h

h

v v

h

h hh

x j E E x j

Q s
c

P

E
P

D c
R S

P









    



+

+

+

+ +

+



 
 

+ 
  
 

 
+ + − 

 
 (30)  

By condition (7), the estimation (30) gives   

(1, ) (1, ) < .h h h

h h
x j E E x j c  (31)  

Let = 1i  in (23), we have   

2

1
1

=0

1
1

=0

(1, ) (1, )

( )
< ( )

( )

( ) (1, ) (1, )
( )

( ) (1 , )
( )

(1 , ).

v v v

v v

v

v

v v

v

v

h

j

j l h h hv v

v h hv

l

h

j

j l hv v

v hv

l

h h

h h h

x j E E x j

Q s
c

P

E
P

c R

x l E E x l

c P

c S

x d l

c P

E E x d l








 




 




+

+

+

+ −
− −

+

+ −
− −

+



 
 

+ 
  
 

+ 

+ −

  −





 (32)  

If = 0
h
d  then by utilizing (31), we have   

(1 , ) (1 , )h h h

h h h h
x d l E E x d l−  −   

= (1, ) (1, )h h h

h h
x l E E x l   

< .c   

If > 0
h
d , then = 1 [ ,0]

h h
k d d−  − . Therefore,   

(1 , ) (1 , )h h h

h h h h
x d l E E x d l−  −   

= ( , ) ( , )h

h h
k l E E k l    

h
E E
h h

l






   

< < .
h
c c   

As a consequence,   

(1 , ) (1 , ) < .h h h

h h h h
x d l E E x d l c−  −  (33)  

It follows from (31)-(33) and condition (8) 

that   

2

2

(1, ) (1, )

( )
< ( )

( )

( ) ( )
( )

< (1 ) .

v v v

v v

v

v

v v

v

v

h h

v

v vv

x j E E x j

Q s
c

P

E
P

c D

R S

P

c









    





+

+

+

+ +

+



 
 

+ 
  
 

 
+ + 

 

−  (34)  

As a final step, assume that estimate (24) 

holds for 10 1i D  − , that is,   

1( , ) ( , ) < , = 0,1, , 1.h h h

h h
x i j E E x i j c i D −   

then, it is clear from (23) that   

( , ) ( , ) < (1 )v v v

v v
x i j E E x i j c −  (35)  

holds for 1= 0,1, , 1i D − . Now, for 1=i D , 

20 j D  , from (22), we have   

1 1

2

11 11

=0

11 11

=0

( , ) ( , )

( )
< ( )

( )

( ) ( , ) ( , )
( )

( ) ( , )
( )

( , ).

h h h

h h

h

h

h h

h

h

v
D

D k
v v vh h

h v vh

k

v
D

D k
vh h

h vh

k

v v

v v v

x D j E E x D j

Q s
c

P

E
P

c R
x k j E E x k j

c P

c S
x k j d

c P

E E x k j d








 




 




+

+

+

−+
− −

+

−+
− −

+



 
 

+ 
  
 

+ 

+ −

  −





(36)  

Note that, if 0
v

j d  , then [ ,0]
v v

j d d−  −  

and we have   

( , ) ( , ) < < (1 )v v v

v v v v v
x i j d E E x i j d c c−  − −   

for all 1 1i D − . If >
v

j d , then > 0
v

j d− . From 

(35),   

( , ) ( , ) < (1 )v v v

v v v v
x i j d E E x i j d c−  − −   

for 10 1i D  − . Therefore,   

( , ) ( , ) < (1 ) ,v v v

v v v v
x i j d E E x i j d c−  − −  (37)  
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for all 10 1, 0i D j  −  . This, by condition (7), 

shows that   

1 1

2

1

( , ) ( , )

( )
< ( )

( )

( ) ( ) (1 )
( )

< .

h h h

h h

h

h

h h

h

h

v v

h

h hh

x D j E L E x D j

Q s
c

P

E
P

D c
R S

P

c









    





+

+

+

+ +

+

 
 

+ 
  
 

 
+ + − 

 

 (38)  

By the same arguments used in deriving 

(38), for 1=i D , 20 j D  , we also have   

1 1( , ) ( , ) < (1 ) .v v v

v v
x D j E E x D j c −  (39)  

Thus, for any 1 2( , )i j D D  , it follows from 

(38) and (39) that   

( , ) ( , ) = ( , ) ( , )
( , ) ( , )

< (1 ) = .

h h h

h h

v v v

v v

x i j E Ex i j x i j E E x i j

x i j E E x i j

c c c 

 

+ 

+ −  (40)  

The last inequality in (40) shows that the 2-

D singular systems in the form of (1) is SFRS with 

respect to 1 2( , , , , )
h v

c c c D D  . The proof is 

completed.   

Remark 1  For given positive scalars c , 
h
c , 

v
c  and positive integers 1D , 2D , the derived stability 

conditions in Theorem 1 are still involved non-convex 

scalars 
h

 , 
v

  and therefore  . However, by fixing 

the scalars 
h

 , 
v

 , the derived conditions in (7)-(8) 

can be reduced to LMIs, which, together with (5)-(6), 

can be effectively solved by various convex algorithms, 

for instance, the interior-point algorithm implemented 

in Matlab LMI Control Toolbox. In addition, by 

iteratively solving the LMIs given in Theorem 1 with 

respect to turning parameter c  for fixed parameters 

h
c , 

v
c  and 1D , 2D , we can find a possible minimum 

bound of the threshold c .   

 

An illustrative example 

Consider a thermal process which is 

described by the following delayed partial 

differential equation   

0 1 2

( , ) ( , )

= ( , ) ( , ) ( , ),
x t

T x t T x t

x t

a T x t aT x t a T x t 

 
+

 

+ − + −  (41)  

where ( , )T x t  is an unknown function like 

temperature, for example, at space [0, ]x L  and 

time [0, )t   , 0 1 2, ,a a a  are real constant 

coefficients and 
x
 , 

t
  are time-varying delays.  

For given increments x  and t , denote 

( , ) = ( , )T i j T i x j t   and the derivatives 
( , )T x t

x




, 

( , )T x t

t




 will be computed by using the forward 

Euler scheme as   

( , ) ( , ) ( 1, ) ,T x t T i j T i j

x x

 − −

 
  

( , ) ( , ) ( , 1) .T x t T i j T i j

t t

 − −

 
  

Define ( , ) = ( 1, )h

x i j T i j−  and 

( , ) = ( , )v

x i j T i j  then the corresponding 

discretization process transforms (41) into a 2-D 

discrete-time system of the form   

( ( ), )1 0 ( 1, ) ( , )= ,
0 0 ( , ( ))( , 1) ( , )

hh h

h

d vv v

v

x i i jx i j x i j

x i j jx i j x i j





      −+
+      

−+            

 (42)  

where ( ) = /
h x
i x     and ( ) = /

v t
j t    .  

For illustrative purpose, the system 

matrices of (42) are given as   

0.084 0.7186 0 0.4286= , = .
0.084 1.7186 0 0.4286d

   − −
   

−   

  

 



Hue University Journal of Science: Natural Science 
Vol. 130, No. 1D, 83–92, 2021 

pISSN 1859-1388 
eISSN 2615-9678 

 

DOI: 10.26459/hueunijns.v130i1D.6283 91 

 

 

 

Fig. 1. A state trajectory of system (38) with ( ) = 1 4|sin( / 2)|
h
i i + , ( ) = 1 5|sin( / 2)|

v
j j + , = 5, = 6

h v
d d  

With delays 1 ( ) 5
h
i  , 1 ( ) 6

v
j  , 2= I , 

and for given scalars = = 0.5
h v
c c , 1 2= = 20D D , by 

using Matlab LMI toolbox, it is found that the 

derived conditions in Theorem 1 are satisfied with 

= 5c  (other parameters are omitted here). By 

Theorem 1, system (42) is singularly finite-region 

stable with respect to 1 2( , , , , )
h v

c c c D D  . 

Simulation results presented in Fig. 1(a)-(b) are 

taken with ( ) = 1 4|sin( / 2)|
h
i i + , 

( ) = 1 5|sin( / 2)|
v
j j +  and finite support initial 

sequences ( , ) = 0.5h

x k j  for [ 5,0]k Z − , 30j  , 

and ( , ) = 0.5v

x i l  for 30, [ 6,0]i l Z  − . It can be 

seen that the corresponding state trajectory of (42) 

is confined within the threshold as revealed by 

the result of Theorem 1.  

4 Conclusion 

The problem of finite-region stability has been 

studied for a class of 2-D singular systems in the 

Roesser model with directional delays. Based on a 

2-D Lyapunov-like functional method and zero-

type free matrix equations techniques, delay-

dependent finite-region stability conditions have 

been derived in terms of tractable LMIs. More 

specifically, it has been shown that, by the derived 

LMI-based conditions, all state trajectories of the 

system do not exceed a prescribed threshold over 

a pre-specified finite-region of times for any initial 

state sequences with energy-norms of dynamic 

parts do not exceed given bounds.  
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